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CSP Notation

CSP a pair (x, �)
variables x
constraints �

Domain of G ∈ x finite set of values dom(G)
Literal on G ∈ x assignment (G, 0), 0 ∈ dom(G)

Tuple over {G81 , . . . , G8A } set of literals {(G81 , 01), . . . , (G8A , 0A)}
Scope of 2 ∈ � variables on which 2 is defined

Relation of 2 ∈ � tuples that satisfy 2

Solution of % tuple � over x satisfying all constraints 2 ∈ �

restriction of � to the scope of 2 belongs
to the relation of 2
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Binary Constraint Tree (Wang and Yap, 2022b)

Normalized binary CSP (x, �) whose constraint graph is a tree

G1

HG2 G3

≠

≠ ≠

Domains of all variables are {0, 1, 2}
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BCT Constraint (Wang and Yap, 2022b)

Pair (x, %) which consists of
Binary constraint tree % = (z, �)

Original variables x
Hidden variables z \ x

Constraint relation solutions of % restricted to the original
variables x
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Not All Different

G1

HG2 G3

≠

≠ ≠

Hidden variable

Original variables

Domains of all variables are {0, 1, 2}

BCT constraint G1 = G2 ∨ G1 = G3 ∨ G2 = G3
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Properties of BCT Constraints

Efficient consistency checking an propagation
MDD can be encoded as a BCT (Wang and Yap, 2022b)
NFA constraint can be encoded as a BCT (Wang and Yap, 2022a)
Propagation complete encodings of BCT constraints (Wang and
Yap, 2022a)
Efficient combinations of BCT constraints having the same tree
structure (Wang and Yap, 2023)

Our result

BCT constraints are polynomially equivalent to constraints that
can be represented with structured DNNFs.
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Multivalued Negation Normal Form (NNF)

∨

∧ ∧

∨

∧ ∧

∨∨

G3 , 1 G3 , 2

G1 , 1G2 , 0G1 , 0 G2 , 1

Directed acyclic graph
representing a circuit

Leaves labeled
with literals

Inner nodes labeled
with ∧ and ∨ gates
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NNF Constraint

Constraint 2 represented with a NNF �:
Scope variables in the leaves �

Relation tuples � on which � evaluates to true
Set inputs (G, 0) ∈ � to true
Set inputs (G, 0) ∉ � to false

Decomposable NNF (DNNF) decomposable ∧ gates
Darwiche, 1999
Efficient consistency checking
Efficient propagation (Gange and Stuckey, 2012)

Structured DNNF (SDNNF) conjunctions have a tree-like structure
Pipatsrisawat and Darwiche, 2008
Efficient conjoining two SDNNFs with the same
structure
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Decomposable NNF (DNNF)

∨{G1 , G2 , G3}

∧{G1 , G2 , G3} ∧ {G1 , G2 , G3}

∨ {G1 , G2}

∧{G1 , G2} ∧ {G1 , G2}

∨ {G2}∨{G1}

G3 , 1 G3 , 2

G1 , 1G2 , 0G1 , 0 G2 , 1

Decomposable ∧ gates
Inputs depend on pairwise

disjoint sets of variables
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V-Tree

C0

G3 C1

G2G1

v-tree

Rooted binary tree

Leaves identified with variables
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Conjunction Respecting a V-Tree Node

C

C ; CA

∧
0

?
0 ;

?
0A

Conjunction gate 0 respects C

0 ; depends only on
variables below C ;

0A depends only on
variables below CA
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DNNF Respecting a V-Tree

∨

∧ ∧

∨

∧ ∧

∨∨

G3 , 1 G3 , 2

G1 , 1G2 , 0G1 , 0 G2 , 1

C0

G3

C1

G2G1

DNNF respects v-tree )

Each ∧ gate respects
some node of )
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Structured DNNF (SDNNF)

Pipatsrisawat and Darwiche, 2008

DNNF � is structured (SDNNF) if it respects some v-tree.

Includes structured decision diagrams (OBDD, MDD, SDD)
Strictly less succinct than DNNF
Strictly more succinct than AOMDD
Efficient conjoining two SDNNF respecting the same v-tree

Petr Kučera BCTs and Structured Decomposability Boolean Seminar 2023 14 / 36



The Equivalence

Theorem
BCT constraints are polynomially equivalent to SDNNF constraints.

BCT constraint 2∗ = (x, %) can be transformed into an SDNNF
representing 2∗

SDNNF � representing constraint 2∗ can be transformed into a
BCT encoding 2∗
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BCT → SDNNF (Idea)

BCT constraint 2∗ = (x, %)
BCT % = (z, �)
Hidden variables y = z \ x

1 Make the constraint tree rooted
Pick any node as the root
Directed the edges away from the root

2 Proceed from the leaves to the root
3 For every variable I ∈ z and value 0 ∈ dom(I), construct SDNNF

�I,0 representing the constraints below I assuming literal (I, 0)
Leaf a single node (I, 0)

Inner combine the SDNNFs for the constraints “leaving” I
4 Construct �% for the root

Combine the SDNNFs for the constraints leaving the root
5 Forget the hidden variables in �% to obtain � that represents 2∗
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BCT → SDNNF (Example)

G3

H

G2G1

≤
21 ≥

22
<23

Domains {0, 1, 2}2∗ ≡ max(G1 , G2) < G3
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Rooted Tree

G3

H

G2G1

≤
21 ≥

22
<23

Pick G3 as the root
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SDNNFs For the Leaves

G1 , 0
�G1 ,0

G1 , 1
�G1 ,1

G1 , 2
�G1 ,2

G2 , 0
�G2 ,0

G2 , 1
�G2 ,1

G2 , 2
�G2 ,2

G1

v-tree

G2

v-tree
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SDNNF for (H, 0)

∧�H,0

H, 0 ∧

∨ ∨

�1,0 �2,0

H = 0 =⇒ G1 = 0 H = 0 =⇒ G2 = 0
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SDNNF for (H, 0)

∧

�H,0

H, 0 ∧

∨ ∨

G1 , 0 G2 , 0

C1

v-tree

H C2

G1 G2
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SDNNF for (H, 1)

∧�H,1

H, 1 ∧

∨ ∨

�1,0 �1,1 �2,0 �2,1

H = 1 =⇒ G1 ≤ 1 H = 1 =⇒ G2 ≤ 1
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SDNNF for (H, 1)

∧�H,1

H, 1 ∧

∨ ∨

G1 , 0 G1 , 1 G2 , 0 G2 , 1

C1

v-tree

H C2

G1 G2
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SDNNF for (H, 2)

∧�H,2

H, 2 ∧

∨ ∨

�1,0 �1,2�1,1 �2,0 �2,2�2,1

H = 2 =⇒ G1 ≤ 2 H = 2 =⇒ G2 ≤ 2
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SDNNF for (H, 2)

∧�H,2

H, 2 ∧

∨ ∨

G1 , 0 G1 , 2G1 , 1 G2 , 0 G2 , 2G2 , 1

C1

v-tree

H C2

G1 G2
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SDNNF �%

∨�%

∧�G3 ,1 ∧�G3 ,2

∨ ∨

∧�H,0 ∧�H,1

∧ ∧

∨ ∨ ∨ ∨

G1 , 0 G1 , 1G2 , 0 G2 , 1

H, 0 H, 1

G3 , 1 G3 , 2

C0

v-tree

C1

H C2

G1 G2

G3
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Forget H
∨�%

∧�G3 ,1 ∧�G3 ,2

∨ ∨

∧�H,0 ∧�H,1

∧ ∧

∨ ∨ ∨ ∨

G1 , 0 G1 , 1G2 , 0 G2 , 1

G3 , 1 G3 , 2

C0

v-tree

C2

G1 G2

G3
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Simplify
∨�

∧ ∧

∨

∧ ∧

∨ ∨

G3 , 1 G3 , 2

G1 , 1G2 , 0G1 , 0 G2 , 1

C0

v-tree

C2

G1 G2

G3
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SDNNF → BCT (Idea)

Given

SDNNF � representing constraint 2∗ with scope x
v-tree )

Construct

BCT % = (z, �) encoding 2∗

Structure of % is equal to )

z = x ∪ y
Inner node C has an associated hidden variable HC ∈ y
dom(HC) consists of the ∧ gates with d-node C
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D-Node

∨

∧ ∧

∨

∧ ∧

∨∨

G3 , 1 G3 , 2

G1 , 1G2 , 0G1 , 0 G2 , 1

C0

G3

C1

G2G1

d-node of an ∧ gate
Deepest node of
) respected by E
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Encoding Certificates

Certificate ( of � = minimal satisfied subtree
For every node C of the v-tree, ( contains exactly one ∧-gate with
d-node C

Assuming smoothness
Relation of constraint 2C ,C′ corresponding to edge (C , C′) of ):
C′ is leaf G ∈ x: pairs (E, (G, 0))

E is ∧ gate with d-node C
(G, 0) is reachable from E only by ∨ gates

C′ is an inner node: pairs (E, E′)
E is an ∧ gate with d-node C
E′ is an ∧ gate with d-node C′

E′ is reachable from E only by ∨ gates
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Example

∨

∧0 ∧1

∨

∧2 ∧3

∨∨

G3 , 1 G3 , 2

G1 , 1G2 , 0G1 , 0 G2 , 1

0 1HC0

1 2G3

2 3HC1

0 1G1

0 1G2
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Conclusion

Construction of an SDNNF from BCT enforces arc consistency
Size of the SDNNF can be parameterized by the domain size and
the treewidth of a binary CSP

CSPs can be binarized
SDNNF can be constructed for any CSP

SDNNF restructuring by picking another v-tree node as the root
All that is known about SDNNFs can be applied to BCTs and vice
versa
Knowledge compilers for compiling into an SDNNF or SDD, can
be used to compile into a BCT
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